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Abstract. The solvability conditions and exact solutions to the system of
linear second order di�erential equations in terms of the abstract operator
equations

BX(t) = X ′′(t) − S(t)X ′(t) −Q(t)X(t) = F (t),

with nonlocal multipoint and integral boundary conditions

M0X(0)+

n∑
i=1

MiΨi(X) = ~0, N0X
′(0)+CX(0)+

n∑
i=1

[NiX
′(ti)+ViX(ti)] = ~0,

by decomposition method is proposed in this paper, where C,M0, N0,Mi, Ni, Vi

are matrices, Ψi(X) Fredholm integrals. In the case where the fundamental
solution of the �rst order system is known, the fundamental solution of the
corresponding second order system was obtained. The technique is easy to
implement to any Computer Algebra System (CAS) and is economic and
e�cient compared to other existing methods.

Introduction

Everewhere below we denote by X the space C[0, 1] or Lp(0, 1) and by Xm the
space of column vectors X(t) = col(x1(t), .., xm(t)) with elements from X , i.e.
Xm = Cm[0, 1] or Xm = Lpm

(0, 1). Denote also by X i the space Ci[0, 1] or the
Sobolev space W i

p(0, 1), and by X i
m the space Ci

m[0, 1] or W i
pm

(0, 1), i = 1, 2. We

will also denote by 0m the zero and by Im the identity m×m matrices. By ~0
we will denote the zero column vector.

Lemma 1. Let P (t), T (t) be m×m matrices with element from X , the operators
A1, A2 : Xm → Xm be de�ned by

A1Y (t) = Y ′(t)− P (t)Y (t), Y (t) ∈ D(A1) = X 1
m, (1)

A2X(t) = X ′(t)− T (t)X(t), X(t) ∈ D(A2) = X 1
m, (2)
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and Z,Z the fundamental matrices to the homogeneous equations A1Y (t) = ~0, A2X(t) =
~0, respectively, such that Z(0) = Im,detZ 6= 0. Then the operators Â1, Â2 corre-
sponding to the problems

Â1Y (t) = A1Y (t) = F (t), D(Â1) = {Y (t) ∈ D(A1) : Y (0) = ~0}, (3)

Â2X(t) = A2X(t) = Y (t), D(Â2) = {X(t) ∈ D(A2) : X(0) = ~0}, (4)

are correct and their unique solutions are given by

Y (t) = Â−11 F (t) = Z(t)

∫ t

0

Z−1(s)F (s)ds, (5)

X(t) = Â−12 Y (t) = Z(t)

∫ t

0

Z−1(s)Y (s)ds. (6)

Theorem 1. Let the operators A1, A2, Â1, Â2, vectors X,Y, F and matrices
Z,Z be de�ned as in Lemma 1, the vectors Ψ = col(Ψ1, ...,Ψn) ∈ X ∗n , and Y (~t) =
col(Y (t1), ..., Y (tk)), 0 < t1 < ... < tk ≤ 1, M = (M1, ...,Mn) and N =
(N1, ..., Nk) be a m × (mn) and m × (mk) constant matrices, respectively, and
Mi, Nj the m×m constant matrices, i = 0, 1, ..., n, j = 0, 1, ..., k. Then:
(i) The operator B1 : Xm → Xm, corresponding to the problem

B1Y (t) = A1Y (t) = Y ′(t)− P (t)Y (t) = F (t), (7)

D(B1) = {Y (t) ∈ D(A1) = X 1
m : N0Y (0) +

k∑
j=1

NjY (tj) = ~0}

is injective if and only if

detL1 = det[N0 +

k∑
j=1

NjZ(tj)] 6= 0. (8)

(ii) If the operator B1 is injective, then it is correct and a unique solution to
Problem (7) is

Y (t) = B−11 F (t) = Â−11 F (t)− Z(t)L−11

k∑
j=1

Nj(Â
−1
1 F )(tj), (9)

where Â−11 F (t) is given by (5).
(iii) The operator B2 : Xm → Xm, corresponding to the problem

B2X(t) = A2X(t) = X ′(t)− T (t)X(t) = Y (t), (10)

D(B2) = {X(t) ∈ D(A2) = X 1
m : M0X(0) +

n∑
i=1

MiΨi(X) = ~0}

is injective if and only if

detL2 = det[M0Z(0) + MΨ(Z)] 6= 0. (11)
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(iv) If the operator B2 is injective, then it is correct and a unique solution to
Problem (10) is

X(t) = B−12 Y (t) = Â−12 Y (t)−Z(t)L−12 MΨ(Â−12 Y ), (12)

where Â−12 Y (t) is given by (6).

Theorem 2. Let a vector Ψ be de�ned as in Theorem 1, vectors U = U(t) =
col (u1(t), ..., u2m(t)) ∈ X 1

2m, F = F(t) = col (f1(t), ..., f2m(t)) ∈ X2m,M0 and
M be the 2m × 2m and 2m × 2mn constant matrices, respectively, S,Q constant
m×m matrices, detQ 6= 0 and the operator B be de�ned by

BU(t) = AU(t) = U ′(t)−DU(t) = F , (13)

D(B) = {U(t) ∈ D(A) = X 1
2m :M0U(0) +MΨ(U) = ~0},

where D =

(
S Q
Im 0m

)
. Suppose also that there exist a constant matrix T

satisfying the matrix equation T 2 − ST = Q, detT 6= 0 and the fundamental
matrices Z = Z(t),Z = Z(t) to the systems Y ′(t) − PY (t) = ~0, A2X(t) =

X ′(t) − TX(t) = ~0, respectively, where P = S − T, Z(0) = Im, detZ(0) 6= 0.
Then:
(i) The 2m× 2m matrix

Z(t) =

(
Z(t) Â−12 Z(t)∫ t

0
Z(s)ds + T−1Z(0)

∫ t

0
Â−12 Z(s)ds− (PT )−1

)
(14)

is a fundamental matrix to U ′(t) −DU(t) = ~0, where S = P + T, Q = −PT, Â2

as in Lemma 1.
(ii) Problem (13) is uniquely solvable if and only if

detL = det[M0Z(0) +MΨ(Z)] 6= 0, (15)

and the unique solution to Problem (13) is given by

U(t) = Â−1F(t)− ZL−1MΨ
(
Â−1F(t)

)
, (16)

where Â−1F(t) = Z(t)
∫ t

0
Z−1(s)F(s)ds, Z(0) =

(
Z(0) 0m

T−1Z(0) −(PT )−1

)
.

Theorem 3. Let the operator A, the matrices S(t), Q(t),M0,M = (M1, ...,Mn),
the vectors X,F,Ψ be de�ned as in Theorem 1 and N = (N1, ..., Nn), V = (V1, ..., Vn)
be the m ×mn matrices with m ×m constant matrices Ni, Vi. Suppose also that
N0, C are m×m constant matrices, the vectors X(~t) = col(X(t1), ..., X(tn)), X ′(~t) =
col(X ′(t1), ..., X ′(tn)), where 0 < t1 < ... < tn ≤ 1, and the operator B : Xm → Xm
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is de�ned by

BX(t) = AX(t) = X ′′(t)− S(t)X ′(t)−Q(t)X(t) = F (t), (17)

D(B) = {X(t) ∈ D(A) = X 2
m : M0X(0) +

n∑
i=1

MiΨi(X) = ~0,

N0X
′(0) + CX(0) +

n∑
i=1

[NiX
′(ti) + ViX(ti)] = ~0}.

If there exists a di�erentiable m×m matrix T = T (t), such that

T ′(t)−S(t)T (t) + T 2(t) = Q(t), C = −N0T (0), Vi = −NiT (ti), i = 1, ..., n, (18)

then there exist the matrix P (t) = S(t) − T (t) and the operators A1, A2, Â1, Â2

de�ned by (1), (2), (3), (4), respectively, such that:
(i) The operator B is decomposed in B = B1B2, where the operators B1, B2 :
Xm → Xm are given by

B1Y (t) = A1Y (t) = Y ′(t)− P (t)Y (t) = F (t), (19)

D(B1) = {Y (t) ∈ D(A1) : N0Y (0) +
∑n

i=1 NiY (ti) = ~0},
B2X(t) = A2X(t) = X ′(t)− T (t)X(t) = Y (t), (20)

D(B2) = {X(t) ∈ D(A2) : M0X(0) +
∑n

i=1 MiΨi(X) = ~0}.

(ii) The operator B is injective if and only if

detL1 = det[N0 +

n∑
i=1

NiZ(ti)] 6= 0, detL2 = det[M0Z(0) + MΨ(Z)] 6= 0, (21)

where Z,Z are the fundamental matrices of the equations A1Y (t) = ~0,

A2X(t) = ~0, respectively.
(iii) If the operator B is injective, then it is correct and a unique solution to
Problem (17) is given by

X(t) = B−1F (t) = Â−12 Y (t)−Z(t)L−12 MΨ(Â−12 Y ), where (22)

Y (t) = Â−11 F (t)− Z(t)L−11

∑n
i=1 Ni(Â

−1
1 F )(ti), (23)

and Â−11 F (t), Â−12 Y (t) are given by (5), (6), respectively.

Conclusion

The solvability conditions and exact solutions to the nonlocal boundary value
problems (BVPs) for the systems of �rst and second order ordinary di�erential
equations were obtained in the terms of abstract operators. BVP for the system of
second order were solved by Decomposition method. Some examples in [1], [2], [3]
can be solved more easily by the proposed method for the systems of �rst order.



Short Paper Title 5

References

[1] I.T. Kiguradze, Boundary value problems for systems of ordinary di�erential equa-

tions, Itogi Nauki i Tekhniki. Ser. Sovrem. Probl. Mat. Nov. Dostizh., 30, p.3�103,
1987, (in Russian)

[2] V.A. Churikov, Solution of a Multipoint Boundary-Value Problems for a System

of Linear Ordinary Di�erential Equations with holomorphic coe�cients, Ukrainian
Mathematical Journal. 42, p. 113-115, 1990.

[3] M.M. Baiburin, On Multipoint boundary value problems for

�rst order linear di�erential equations, system, Applied Mathematics and Con-
trol Sciense. 6, p. 16-30, 2018, (in Russian)

Parasidis I.N.
Department of Environmental Sciences, University of Thessaly
Larisa, Greece
e-mail: paras@uth.gr

Oinarov R.
Eurasian National University
Astana, Kazakstan
e-mail: o.ryskul@mail.ru

Providas E.
Department of Environmental Sciences, University of Thessaly
Larisa, Greece
e-mail: providas@uth.gr


